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Introduction  

As mobile devices, automobiles, and numerous embedded applications continue to demand more and 

more visual computing capabilities, highly capable mobile processors incorporating advanced GPUs have 

become essential to enable all these new features. 

NVIDIA Tegra® X1 is b±L5L!Ωǎ ƴŜǿŜǎǘ ƳƻōƛƭŜ processor, and includes b±L5L!Ωǎ highest performing, and 

power efficient Maxwellϰ GPU architecture. Utilizing a 256 CUDA Core Maxwell GPU, Tegra X1 delivers 

class-leading performance and incredible energy efficiency, while supporting all the modern graphics 

and compute APIs.  

Tegra X1 will significantly improve mobile gaming realism, deliver the highest quality 4K mobile video 

experiences, and enable important new embedded, automotive, robotics, and computer vision 

applications. In particular, Tegra X1 will help deliver breakthroughs in automotive systems for advanced 

driver assistance (ADAS), computer vision, deep learning, instrument clusters, and infotainment. 

This paper will explain the architectural features and capabilities of Tegra X1, and focus in detail on 

mobile graphiŎǎ ŀƴŘ ŀǳǘƻƳƻǘƛǾŜ ǘŜŎƘƴƻƭƻƎƛŜǎ ƳŀŘŜ ǇƻǎǎƛōƭŜ ōȅ ¢ŜƎǊŀ ·м ŀƴŘ b±L5L!Ωǎ ǎǘǊŜƴƎǘƘǎ ƛƴ 

visual computing, cloud computing, and supercomputing applied to automotive applications. 

The Maxwell GPU in Tegra X1 delivers desktop-class visual quality and graphics richness to mobile games 

by supporting many advanced graphics features. In addition to Tessellation, Compute Shaders, Dynamic 

Lighting, and Bindless Textures that were also supported in Tegra K1, Tegra X1 includes new graphics 

features such as Third Generation Delta Color Compression for lower power consumption, two Maxwell-

class Polymorph Engines for better tessellation performance, and Programmable Sampling which 

enables new anti-aliasing techniques such as Multi-Frame Anti-Aliasing (MFAA) for better visual quality 

at a lower performance cost.  

The Maxwell GPU in Tegra X1 provides exceptional compute performance for deep learning, computer 

vision, and other compute-based applications. Tegra X1-based automotive systems working in concert 

ǿƛǘƘ b±L5L!Ωǎ ŎƭƻǳŘ-based supercomputer technologies will enable many new advanced and intelligent 

driver assistance technologies, accelerating the path to the ultimate goal τ self-driving vehicles.  

Applications such as computer vision-based robots and multi-camera-based driverless cars need 

tremendous compute power to analyze multiple live video streams in real-time to deliver immediate, 

accurate, and meaningful results. The Maxwell GPU core in Tegra X1 includes native hardware support 

for 16-bit Floating Point calculations enabling higher compute performance that is particularly important 

for computer vision-based automotive and embedded applications. Tegra X1 also includes two high 

performance Image Signal Processors (ISP) each capable of processing 650 Mpixels/s for a total of 1.3 

Gpixels/s of image data from multi-camera-based advanced driver assistance systems that can be 

processed in real-time 

With 4K televisions and 4K media content becoming more widely available, Tegra X1 is designed to 

deliver a premium 4K experience. Tegra X1 supports hardware decode of both H.265 (HEVC) and VP9 4K 



P a g e | 5 

 

NVIDIA Tegra X1  January 2015 

 

video streams at 60fps, delivering a silky smooth viewing experience for many types of high quality 4K 

video streams, including movies and fast action sports. Tegra X1 devices connected to cloud gaming 

services or local game streaming servers that employ H.265 video encoding will also benefit from H.265 

hardware decode. Tegra X1 supports decode of 10-bit H.265 video streams enabling Tegra X1 powered 

devices to playback 4K content from services such as Netflix  

Automotive Visual Computing      

The number of digital display panels in automobiles has steadily increased over the years, and more car 

models are starting to use high-resolution display panels for navigation information, driver cockpit 

controls, and passenger infotainment content. Car manufacturers are also increasing the number of 

cameras in automobiles for improved driver assistance, and are already designing next generation cars 

that use up to twelve cameras. To deploy these advanced features, carmakers are investing heavily in 

new visual computing system hardware and software development. To that end, NVIDIA introduces the 

b±L5L! 5wL±9ϰ ƭƛƴŜ ƻŦ ŎŀǊ ŎƻƳǇǳǘŜǊǎΦ  

The NVIDIA DRIVEϰ CX is a complete cockpit visualization platform powered by Tegra X1 that delivers 

advanced graphics and computer vision capabilities, along with a fully integrated and road-tested 

software stack. The NVIDIA DRIVE CX system includes standard input/output interfaces for cameras, 

modems, Bluetooth, and other ports to interface with the rest of the car. Car manufacturers can take 

the NVIDIA DRIVE CX platform as-is, easily integrate it into their car designs and quickly bring to market 

advanced visualization and driver assistance features at a fraction of their current costs.  

The use of driver assistance systems in automobiles is increasing rapidly, and many cars include features 

such as top view, collision detection, and collision avoidance features. The performance, power 

efficiency, and programmability of Tegra X1 enables it to be used in advanced driver assistance systems 

that can deliver contextual driver assistance, deep learning-based, continually evolving collision 

avoidance capability, driverless Auto-Valet parking, and many other features.   

The b±L5L! 5wL±9ϰ PX Auto-Pilot computer, powered by dual Tegra X1 processors, is a complete 

platform that supports up to 12 camera inputs and is capable of running multi-layer neural network-

based algorithms to deliver advanced real-time contextual driver assistance features. The NVIDIA 

DRIVE PX system is also designed to communicate with NVIDIA Tesla GPU-based supercomputers in the 

cloud, uploading real-time data for analysis, and periodically downloading newer, refined neural 

network models that help deliver continually improving driver assistance performance.   

NVIDIA Tegra® X1  

b±L5L!Ωǎ Tegra® K1 created a discontinuity in the state of mobile graphics by bringing the 192 core 

NVIDIA Keplerϰ GPU architecture to mobile, and delivering tremendous visual computing capabilities, 

breakthrough power efficiency, and advanced desktop-class graphics features to mobile.  

NVIDIA raises the bar again for mobile visual computing with its Tegra® X1 mobile processor based on 

the NVIDIA Maxwellϰ GPU architecture. In addition to supporting advanced graphics and compute 
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features such as OpenGL 4.5, AEP, the DirectX 12 API, and CUDA 6.0, with over 1000 GFLOPS of GPU 

processing power for 16-bit workloads(fp16 operations), and over 500 GFLOPS for 32-bit workloads(fp32 

operations), Tegra X1 delivers 2x the raw performance and power efficiency of Tegra K1. Tegra X1 is the 

ǿƻǊƭŘΩs first TeraFLOPS1 mobile processor delivering both the performance and power efficiency needed 

by the next generation of visual computing applications in automotive, machine learning, embedded 

computing, and mobile devices. 

 

Figure 1 NVIDIA Tegra X1 Mobile Processor  

Some of the key features of the Tegra X1 SoC (System-on-a-Chip) architecture are: 

¶ ARM® Cortex® A57/ A53 64/32-bit CPU architecture that delivers high performance and power 

efficiency.  

¶ Maxwell GPU architecture that utilizes 256 cores to deliver class-leading performance and 

power efficiency for the next generation of visual computing applications 

                                                           
 

1 References the native FP16 (16-bit floating-point) processing capability of NVIDIA Tegra X1.  FP16 precision is well suited for 
image processing applications, which are key application areas for automotive and embedded.  
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¶ End-to-end 4K 60 fps pipeline that delivers a premium 4K experience with support for 4K, 60 fps 

decode of H.265 (HEVC) and VP9 streams.  

¶ Built on the TSMC 20nm (20SoC) process to deliver excellent performance and power efficiency. 

NVIDIA Tegra X1 CPU Architecture 

The NVIDIA Tegra X1 CPU architecture uses four high performance ARM Cortex A57 cores in conjunction 

with four power-efficient ARM Cortex A53 cores. The Cortex A57 CPU complex on Tegra X1 shares a 

common 2MB L2 cache, and each of the four CPU cores has a 48KB L1 instruction cache and a 32KB L1 

data cache. The lower performance, more power-efficient Cortex A53 CPU complex share a common 

512KB L2 cache, and each of its four CPU cores has its own 32KB L1 instruction cache and 32KB L1 data 

cache. Workloads that require high performance are processed by the A57 CPU cores, and lower 

performance workloads are processed by the energy-efficient A53 CPU cores. Intelligent algorithms 

analyze workloads presented by the operating system to dynamically switch between the high 

performance and low performance cores to deliver optimal performance and power efficiency.  

Because of NVL5L!Ωs learning and experience with its 4-PLUS-1 CPU architecture first introduced on 

NVIDIA Tegra 3, and expertise in creating high power, efficient silicon layout designs, Tegra X1 delivers 

higher performance and power efficiency than other SoCs (System-on-a-Chip) that are based on the 

A57/A53 CPU implementation. Tegra X1 provides almost 2x the power efficiency for the same CPU 

performance. And for the same power consumed, Tegra X1 delivers almost 1.4x higher CPU 

performance. 

 

Figure 2 Tegra K1 Delivers higher CPU Performance and Power Efficiency2 

                                                           
 

2 CPU power and performance measured on Tegra X1 development platform and the Exynos 5433 based Galaxy 
Note 4 
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High Performance End-to-End 4K 60 fps Pipeline 

4K displays and televisions are becoming mainstream thanks to the rapidly dropping prices of 4K panels 

and the increasing availability of 4K content. To meet this rising use of 4K panels and content, NVIDIA 

Tegra X1 is architected with a high performance, end-to-end 4K 60 fps pipeline that delivers a premium 

4K experience for use cases such as YouTube® videos, Netflix® streaming, Google Hangouts, 4K 

Gamestreaming, and 4K Chromecast. The I/O interfaces and processing cores of Tegra X1 including its 

high speed storage controller, memory controllers, image signal processor, video decoder, 4K 

compositor, graphics processor, and display controllers are all optimized to deliver 4K at sixty frames per 

second (60fps). 

Tegra X1 supports 4K H.265 (HEVC) and VP9 video streams at 60 fps. Other processors support 4K at 30 

fps, and deliver sub optimal experiences while viewing fast action sports, movies, and video games. 

Tegra X1 also supports decode of 10-bit color-depth 4K H.265 60 fps video streams. This enables Tegra 

X1 products to stream a wide selection 4K content from services such as Netflix. Tegra X1 supports 4K 60 

fps local and external displays with support for HDMI 2.0 interfaces and HDCP 2.2 copy protection. On 

the encode side, Tegra X1 supports encode of 4K video at 30 fps in H.264, H.265 and VP8 formats. 

 

Figure 3 Tegra X1 is optimized end-to-end to support 4K, 60 fps decode of H.265 and VP9 streams 

NVIDIA Maxwell  

One of the most complex processors ever created, the GPU is the engine behind state-of-the-art 

computer graphics and energy efficient computing. b±L5L!Ωǎ ƭŀǘŜǎǘ Dt¦ ŀǊŎƘƛǘŜŎǘǳǊŜΣ ŎƻŘŜƴŀƳŜŘ 

Maxwell, delivers unprecedented performance and power efficiency. Maxwell-based GPUs such as the 

GeForce® GTXϰ 980 and GTX 980M are the engines behind ǎƻƳŜ ƻŦ ǘƘŜ ǿƻǊƭŘΩǎ ƘƛƎƘŜǎǘ ǇŜǊŦƻǊƳƛƴƎ 

gaming desktop and laptop PCs, respectively.  
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Figure 4 Maxwell in Tegra X1 delivers over one TeraFLOPS of FP16 performance 

The Maxwell GPU architecture was designed to deliver an extraordinary leap in power efficiency and 

unrivaled performance. The Maxwell architecture at a high level is similar to its predecessor, the Kepler 

GPU architecture in the sense that it is based on fundamental compute cores called CUDA cores, 

Streaming Multiprocessors (SMs), Polymorph Engines, Warp Schedulers, Texture Caches, and other 

hardware elements. But each hardware block on Maxwell has been optimized and upgraded with an 

intensive focus on power efficiency.  

By making the fundamental building blocks of the GPU more power efficient, the performance of the 

GPU as a whole can then be scaled for various use cases without compromising power consumption. 

Thanks to aŀȄǿŜƭƭΩǎ ǎƛƎƴƛŦƛŎŀƴǘ ƛƳǇǊƻǾŜƳŜƴǘǎ ƛƴ ŜƴŜǊƎȅ ŜŦŦƛŎƛŜƴŎȅΣ the Maxwell-based Tegra X1 

processor delivers 2x the power efficiency of Tegra K1 and over one TeraFLOPS of peak FP16 

performance and over 500 GFLOPS of peak FP32 performance. As noted in our detailed architecture 

section below, a single Maxwell SM with 128 cores is roughly the same performance as a 192 core 

Kepler SM when operating at same clock rates due to the Maxwell SMΩǎ improvements in execution 

efficiency, so the two Maxwell SMs in Tegra X1 have roughly 2x the overall GPU horsepower of the 

single SM in Tegra K1, while Tegra X1 also includes native support for FP16 Fused Multiple-Add (FMA) 

operations in addition to FP32 and FP64. To provide double rate FP16 throughput, Tegra X1 supports 2-

wide vector FP16 operations, for example a 2-wide vector FMA instruction would read three 32-bit 

source registers A, B and C, each containing one 16b element in the upper half of the register and a 

second in the lower half, and then compute two 16b results (A*B+C), pack the results into the high and 

low halves of a 32 bit output which is then written into a 32-bit output register.  In addition to vector 

FMA, vector ADD and MUL are also supported. 

Similar to Tegra K1, Tegra X1 with its Maxwell GPU core continues to stand apart from the competition 

by supporting the latest features of all the key graphics and compute APIs such as OpenGL ES 3.1, 
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OpenGL 4.5, Android Extension Pack (AEP), DirectX 12.0, and CUDA 6. In addition to advanced graphics 

features such as tessellation, Bindless textures, and PhysX, the Maxwell GPU core in Tegra X1 brings next 

generation graphics features such as Voxel based Global Illumination (VXGI), aC!!ϰ όaǳƭǘƛ-Frame Anti-

aliasing) , improved memory compression, and faster path rendering. 

Extraordinary Graphics Performance 

While Tegra K1 with its 192-core Kepler GPU is one of the highest performing mobile processors, Tegra 

X1 with its 256-core Maxwell GPU raises performance of mobile processors to a new level. On graphics 

performance, based on the popular GFXBench 3.0 graphics benchmark, Tegra X1 delivers 2x the 

performance of Tegra K1.  

 

Figure 5 Tegra X1 graphics performance is up to 2x higher than other mobile processors 

Looking beyond raw graphics performance, just like Tegra K1, Tegra X1 supports modern graphics APIs. 

While other mobile processors have claimed support for these features, Tegra X1 and Tegra K1 have 

successfully demonstrated applications such as the Epic Rivalry demo that use Android Extension Pack, 

OpenGL ES3.1, and the Unreal Engine 4 game engine. While Tegra K1 delivers an amazing visual 

experience on this technology demo, Tegra X1 takes it even further by delivering more than 2x the 

frames per second generated by Tegra K1.  

Along with the extraordinary lead in graphics performance, due to its support for the full desktop 

graphics APIs, Tegra X1 will deliver a great experience on advanced PC games that are ported to mobile. 
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Figure 6 Tegra X1 delivers more than 2x the performance of Tegra K1 on AEP and OpenGL ES3.1 based EPIC 
Rivalry demo 

Incredible Energy Efficiency 

The Maxwell GPU architecture was designed to provide an extraordinary leap in power efficiency and 

deliver unrivaled performance, while simultaneously reducing power consumption from the previous 

generation. With a combination of advances originally developed for Tegra K1, and other architectural 

innovations, Tegra X1 with its Maxwell GPU core delivers up to 2x the performance per watt of Tegra K1.  

 

Figure 7 Tegra X1 delivers twice the power efficiency of Tegra K1 
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This leap in power efficiency is due to the optimizations implemented in the Maxwell compute core, 

architectural reorganizations in the Maxwell SMM, and improved memory compression (described in a 

later section). Several key features first implemented in the Kepler GPU core are also found on the 

Maxwell core and help enable higher power efficiency. Features such as hierarchical on-chip Z cull, 

primitive culling, Early Z culling, Texture, Z, and color compression, and a large unified L2 cache 

significantly decrease accesses to power hungry off-chip memory. 

Maxwell Graphics Architecture in Tegra X1 

Similar to the Kepler GPU, the Maxwell GPU architecture is organized in Graphics Processing Clusters 

(GPC), Streaming Multiprocessors (SM), and memory controllers (if you are not well versed in these 

structures, we suggest you first read the Kepler and Fermi whitepapers). The Maxwell GPU in Tegra X1 

contains two SMs; each SM consists of fundamental compute cores called CUDA Cores, texture units, 

and a Polymorph engine. Each SM in the Kepler GPU (called SMX) architecture consists of 192 CUDA 

cores, while each Maxwell SM (called SMM) includes 128 CUDA cores. However, a Maxwell CUDA core is 

a significant upgrade over a Kepler CUDA core, and each Maxwell core delivers almost forty percent 

higher performance than a Kepler core.  

 

Figure 8 Maxwell GPU in Tegra X1 

http://international.download.nvidia.com/webassets/en_US/pdf/GeForce-GTX-680-Whitepaper-FINAL.pdf
http://www.nvidia.com/object/IO_89569.html
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The fundamental architecture of the Maxwell GPU used in Tegra X1 is virtually identical to that found in 

the high end Maxwell based GPU (GM204) used in GTX 980 desktop graphics cards, but differs primarily 

in scale and memory architecture. The GM204 consists of four GPCs with each GPC having 4 SMM 

blocks, while the Tegra X1 configuration includes one GPC that has two SMM blocks. Thus while a high 

end Maxwell based GTX980 graphics card with a GM204 GPU includes a total of 2048 CUDA cores and 

4GB of frame buffer memory, consuming approximately 165 Watts of power, the Maxwell GPU in Tegra 

X1 consists of 256 CUDA cores, shares DRAM with the Cortex A57/A53 CPU complexes, and consumes 

only a few watts.  

The Maxwell GPU in Tegra X1 also includes 16 ROPs, 2 Geometry units, 16 Texture units, and has a 

256KB L2 cache between the ROPs and the 64-bit LPDDR4 memory interface. The following table 

provides a high-level comparison of the Maxwell GPU core in Tegra X1 and the Kepler GPU core in 

Tegra K1 

GPU Tegra K1 (Kepler GPU) Tegra X1 (Maxwell GPU) 

SMs 1 2 

CUDA Cores 192 256 

GFLOPs (FP32) Peak 365 512 

GFLOPs (FP16) Peak 365 1024 

Texture Units 8 16 

Texel fill-rate 7.6 Gigatexels/sec 16 Gigatexels/sec 

Memory Clock  930 MHz 1.6GHz MHz 

Memory Bandwidth 14.9 GB/s 25.6 GB/s 

ROPs 4 16 

L2 Cache Size 128KB 256KB 

Manufacturing Process 28-nm 20-nm 

Z-cull 256 pixels/clock 256 pixels/clock 

Raster 4 pixels/clock 16 pixels/clock 

Texture 8 bilinear filters/clock 16 bilinear filters/clock 

ZROP 64 samples/clock 128 samples/clock 
Table 1 Comparing Kepler GPU in Tegra K1 and Maxwell GPU in Tegra X1 
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Maxwell Streaming Multiprocessor  

The SM is the heart of our GPUs. Almost every 

operation flows through the SM at some point 

in the rendering pipeline. Maxwell GPUs 

ŦŜŀǘǳǊŜ ŀ ƴŜǿ {a ǘƘŀǘΩǎ ōŜŜƴ ŘŜǎƛƎƴŜŘ ǘƻ 

provide dramatically improved performance 

per watt than prior GeForce GPUs.  

Compared to GPUs based on our Kepler 

ŀǊŎƘƛǘŜŎǘǳǊŜΣ aŀȄǿŜƭƭΩǎ ƴŜǿ {aa ŘŜǎƛƎƴ Ƙŀǎ 

been reconfigured to improve efficiency. Each 

SMM contains four warp schedulers, and each 

warp scheduler is capable of dispatching two 

instructions per warp every clock. Compared to 

YŜǇƭŜǊΩǎ ǎŎƘŜŘǳƭƛƴƎ ƭƻƎƛŎΣ ǿŜΩǾŜ ƛƴǘŜƎǊŀǘŜŘ ŀ 

number of improvements in the scheduler to 

further reduce redundant re-computation of 

scheduling decisions, improving energy 

ŜŦŦƛŎƛŜƴŎȅΦ ²ŜΩǾŜ ŀƭǎƻ integrated a completely 

ƴŜǿ ŘŀǘŀǇŀǘƘ ƻǊƎŀƴƛȊŀǘƛƻƴΦ ²ƘŜǊŜŀǎ YŜǇƭŜǊΩǎ 

SM shipped with 192 CUDA Coresτa non-

power-of-two organizationτthe Maxwell SMM 

is partitioned into four distinct 32-CUDA core 

processing blocks (128 CUDA cores total per 

SM), each with its own dedicated resources for 

scheduling and instruction buffering. A pair of 

processing blocks shares a texture and L1 

cache, while the PolyMorph Engine and shared 

memory are a common resource for all the 

cores in the SM.  This new configuration in 

Maxwell aligns with warp size, making it easier 

to utilize efficiently and saving area and power that had to be spent to manage data transfer in the more 

complex datapath organization used by Kepler.  

/ƻƳǇŀǊŜŘ ǘƻ YŜǇƭŜǊΣ ǘƘŜ {aaΩǎ ƳŜƳƻǊȅ ƘƛŜǊŀǊŎƘȅ Ƙŀǎ ŀƭǎƻ ŎƘŀƴƎed. Rather than implementing a 

combined shared memory/L1 cache block as in Kepler SMX, Maxwell SMM units in Tegra X1 feature a 

64KB dedicated shared memory, while the L1 caching function has been moved to be shared with the 

texture caching function.  

As a result of these changes, each Maxwell CUDA core is able to deliver roughly 1.4x more performance 

per core compared to a Kepler CUDA core, and 2x the performance per watt. At the SM level, with 33% 

fewer total cores per SM, but 1.4x performance per core, each Maxwell SMM can deliver total per-SM 

Figure 9: Maxwell SMM Diagram 
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ǇŜǊŦƻǊƳŀƴŎŜ ǎƛƳƛƭŀǊ ǘƻ YŜǇƭŜǊΩǎ {a· at the same clock rates, and the area savings from this more 

efficient architecture enabled us to then double up the total SM count, compared to Tegra K1. Tegra X1 

also has area benefits from using a 20nm manufacturing process. 

Polymorph Engine 3.0 

Tessellation is one of hǇŜƴD[ пΦȄΩǎ ŀƴŘ !9tΩǎ key features and will play a bigger role in the future as the 

next generation of games are designed to use more tessellation. Due to the doubling of the number of 

SMMs on Tegra X1 allows it to benefit from 2x the Polymorph Engines (PE) compared to Tegra K1. As a 

result, performance on geometry heavy workloads is roughly doubled, and due to architectural 

improvements within the PE, even higher performance improvement can be achieved with high 

tessellation expansion factors. 

Improved Memory Compression 

Maxwell GPU architecture has significantly enhanced memory compression to reduce memory 

bandwidth and thus power consumption.  

 

Figure 10 Third generation Delta Color compression in Maxwell GPU 

To reduce DRAM bandwidth demands, NVIDIA GPUs make use of lossless compression techniques as 

data is written out to memory. The bandwidth savings from this compression is realized a second time 

when clients such as the Texture Unit later read the data. As illustrated in the preceding figure, our 

compression engine has multiple layers of compression algorithms. Any block going out to memory will 

first be examined to see if 4x2 pixel regions within the block are constant, in which case the data will be 

compressed 8:1 (i.e., from 256B to 32B of data, for 32b color). If that fails, but 2x2 pixel regions are 

constant, we will compress the data 4:1.  
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These modes are very effective for AA surfaces, but less so for 1xAA rendering. Therefore, starting in 

CŜǊƳƛ ǿŜ ŀƭǎƻ ƛƳǇƭŜƳŜƴǘŜŘ ǎǳǇǇƻǊǘ ŦƻǊ ŀ άŘŜƭǘŀ ŎƻƭƻǊ ŎƻƳǇǊŜǎǎƛƻƴέ ƳƻŘŜΦ Lƴ ǘƘƛǎ ƳƻŘŜΣ ǿŜ ŎŀƭŎǳƭŀǘŜ 

the difference between each pixel in the block and its neighbor, and then try to pack these different 

ǾŀƭǳŜǎ ǘƻƎŜǘƘŜǊ ǳǎƛƴƎ ǘƘŜ ƳƛƴƛƳǳƳ ƴǳƳōŜǊ ƻŦ ōƛǘǎΦ CƻǊ ŜȄŀƳǇƭŜ ƛŦ ǇƛȄŜƭ !Ωǎ ǊŜŘ ǾŀƭǳŜ ƛǎ нро όу ōƛǘǎύ ŀƴŘ 

ǇƛȄŜƭ .Ωǎ ǊŜŘ ǾŀƭǳŜ ƛǎ нрл όŀƭǎƻ у ōƛǘǎύΣ ǘƘŜ ŘƛŦŦŜǊŜƴŎŜ ƛǎ оΣ ǿƘƛŎƘ Ŏŀƴ ōŜ ǊŜǇǊŜǎŜƴǘŜŘ ƛƴ ƻƴƭȅ н ōƛǘǎΦ 

Finally, if the block cannot be compressed in any of these modes, then the GPU will write out data 

uncompressed, preserving the lossless rendering requirement. 

However, the effectiveness of delta color compression depends on the specifics of which pixel ordering 

is chosen for the delta color calculation. Maxwell contains our third generation of delta color 

compression, which improves effectiveness by offering more choices of delta calculation to the 

compressor.  

End-to-End Memory Compression 

The Maxwell GPU core also supports end-to-end memory compression that helps reduce traffic to 

external system memory chip and thus reducing power compression. Display buffer data is compressed 

by the Maxwell GPU and sent to system memory. The Maxwell display controller and compositor are 

designed to read compressed data from system memory and un-compress the data on the fly before 

pushing it out to the local and/or external displays. 

 

Figure 11 End-to-End compression reduces memory traffic and power consumption. 

Thanks to the improvements in caching and compression in Maxwell, the GPU is able to significantly 

reduce the number of bytes that have to be fetched from memory per frame. In tests with a variety of 

games, Maxwell uses roughly 30% to 45% lower memory bandwidth compared to Tegra K1.  
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Figure 12 Memory bandwidth savings on Tegra X1 

  

Raising the Bar on Mobile Graphics Quality 

The Maxwell GPU core in Tegra X1 supports a host of features that enable a whole new level of mobile 

graphics quality. In addition to supporting all the advanced features first introduced in the Kepler GPU 

core, Maxwell brings a new set of features and capabilities that deliver impressive visual realism to 

mobile games. Some of these key features are briefly described below. For a deeper understanding of 

these features, please refer to the desktop Kepler and Maxwell whitepapers. 

Tessellation 

Tessellation is one of the key features of OpenGL 4.x and DirectX 11.x that has profoundly influenced 3D 

graphics for PC gaming, and has increased the level of visual realism in PC games to being almost film-

like. The Kepler GPU core in Tegra K1 is the first to offer support for this feature in mobile. The Maxwell 

GPU in Tegra X1 delivers even higher tessellation performance for more detailed geometries at much 

higher frame rates and lower power consumption. More details on how tessellation works can be found 

here. Tessellation delivers more detailed terrains, character models, and environments.  

Bindless Textures 

In traditional GPU architectures, for the GPU to reference a texture, the texture had to be assigned a 

άǎƭƻǘέ ƛƴ ŀ ŦƛȄŜŘ-size binding table. The number of slots in that table ultimately limits how many unique 

textures a shader can read from at run time.  

With bindless textures in Maxwell, the shader can reference textures directly in memory, making 

binding tables obsolete. This effectively eliminates any limits on the number of unique textures that can 

be used to render a scene. As a result, many more different texture materials can be used to increase 

http://www.nvidia.com/object/tessellation.html
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the texture detail in a game. Another benefit of bindless textures is the reduced driver and application 

overhead and lower CPU utilization. 

Voxel Global Illumination 

Voxel based Global Illumination (VXGI) is a technology that simulates light inside of a game, delivering 

incredibly realistic lighting, shading and reflections to next-generation games and game engines. This 

means that shadows look better, colors diffuse and mix based on light and the scene is much more 

realistic.  

VXGI employs a combination of advanced software algorithm and specialized hardware in the Maxwell 

GPU and employs innovative new approach to computing a fast, approximate form of global illumination 

dynamically in real-time on the GPU. This new GI technology uses a voxel grid to store scene and lighting 

information, and a novel voxel cone tracing process to gather indirect lighting from the voxel grid. More 

details on how VXGI works can be found in here. 

Multi-Projection Acceleration and Conservative Raster 

To understand how voxel global illumination works, it is helpful to first understand voxels. The term 

άǾƻȄŜƭέ ƛǎ ǊŜƭŀǘŜŘ ǘƻ άǇƛȄŜƭΦέ ²ƘŜǊŜŀǎ ŀ ǇƛȄŜƭ ǊŜǇǊŜǎŜƴǘǎ ŀ н5 Ǉƻƛƴǘ ƛƴ ǎǇŀŎŜΣ ŀ ǾƻȄŜƭ ǊŜǇǊŜǎŜƴǘǎ ŀ ǎƳŀƭƭ 

cube (a volume) of 3D space. To perform global illumination, we need to understand the light emitting 

from all of the objects in the scene, not just the direct lights. To accomplish this, we dice the entire 3D 

ǎǇŀŎŜ ƻŦ ǘƘŜ ǎŎŜƴŜ ƛƴ ŀƭƭ ǘƘǊŜŜ ŘƛƳŜƴǎƛƻƴǎΣ ƛƴǘƻ ǎƳŀƭƭ ŎǳōŜǎ ŎŀƭƭŜŘ ǾƻȄŜƭǎΦ ά±ƻȄŜƭƛȊŀǘƛƻƴέ ƛǎ ǘƘŜ process of 

ŘŜǘŜǊƳƛƴƛƴƎ ǘƘŜ ŎƻƴǘŜƴǘ ƻŦ ǘƘŜ ǎŎŜƴŜ ŀǘ ŜǾŜǊȅ ǾƻȄŜƭΣ ŀƴŀƭƻƎƻǳǎ ǘƻ άǊŀǎǘŜǊƛȊŀǘƛƻƴέ ǿƘƛŎƘ ƛǎ ǘƘŜ ǇǊƻŎŜǎǎ ƻŦ 

determining the value of a scene at a given 2D coordinate. 

To enable VXGI as a real-time dynamic lighting technique, the voxelization process needs to be 

extremely fast. Multi-Projection Acceleration and Conservative Raster are two new hardware features of 

Maxwell that were specifically designed for this purpose. During the voxelization process, the same 

scene geometry needs to be analyzed from many views ςfrom every face of the voxel cube-to determine 

coverage and lightingΦ ²Ŝ Ŏŀƭƭ ǘƘƛǎ ǇǊƻǇŜǊǘȅ ƻŦ ǊŜƴŘŜǊƛƴƎ ǘƘŜ ǎŀƳŜ ǎŎŜƴŜ ŦǊƻƳ ƳǳƭǘƛǇƭŜ ǾƛŜǿǎ άmulti-

projectionΦέ The specific capability that we added to speed up multi-ǇǊƻƧŜŎǘƛƻƴ ƛǎ ŎŀƭƭŜŘ άViewport 

Multicast.έ ²ƛǘƘ ǘƘƛǎ ŦŜŀǘǳǊŜΣ aŀȄǿŜƭƭ Ŏŀƴ ǳǎŜ ŘŜŘƛŎŀǘŜŘ ƘŀǊŘǿŀǊŜ ǘƻ ŀǳǘƻƳŀǘƛŎŀƭƭȅ ōǊƻŀŘŎŀǎǘ ƛƴǇǳǘ 

geometry to any number of desired render targets, avoiding geometry shader overhead. In addition, we 

added some hardware support for certain kinds of per viewport processing that are important to this 

application. 

Conservative Rasterέ ƛǎ ǘƘŜ ǎŜŎƻƴŘ hardware feature in Maxwell that accelerates the voxelization 

process. Hardware support for conservative raster is very helpful for the coverage phase of voxelization. 

In this phase, fractional coverage of each voxel needs to be determined with high accuracy to ensure the 

voxelized 3D grid represents the original 3D triangle data properly. Conservative raster helps the 

hardware to perform this calculation efficiently; without conservative raster there are workarounds that 

can be used to achieve the same result, but they are much more expensive. 

For more details on these features please refer to the desktop Maxwell Whitepaper. 

http://international.download.nvidia.com/geforce-com/international/pdfs/GeForce_GTX_980_Whitepaper_FINAL.PDF
http://international.download.nvidia.com/geforce-com/international/pdfs/GeForce_GTX_980_Whitepaper_FINAL.PDF
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Tiled Resources 

DirectX 11.2 introduced a feature called Tiled Resources that could be accelerated with an NVIDIA 

Kepler and Maxwell hardware feature called Sparse Texture. With Tiled Resources, only the portions of 

ǘƘŜ ǘŜȄǘǳǊŜǎ ǊŜǉǳƛǊŜŘ ŦƻǊ ǊŜƴŘŜǊƛƴƎ ŀǊŜ ǎǘƻǊŜŘ ƛƴ ǘƘŜ Dt¦Ωǎ ƳŜƳƻǊȅΦ ¢ƛƭŜŘ wŜǎƻǳǊŎŜǎ ǿƻǊƪǎ ōȅ ōǊŜŀƪƛƴƎ 

textures down into tiles (pages), and the application determines which tiles might be needed and loads 

them into video memory. It is also possible to use the same texture tile in multiple textures without any 

additional texture memory cost; this is referred to as aliasing. In the implementation of voxel grids, 

aliasing can be used to avoid redundant storage of voxel data, saving significant amounts of memory. 

You can read more about Tiled Resources at this link.  

Raster Ordered View 

The next generation DX API introduces ǘƘŜ ŎƻƴŎŜǇǘ ƻŦ ŀ άRaster Ordered ViewΣέ ǿƘƛŎƘ ǎǳǇǇƻǊǘǎ ǘƘŜ 

same guaranteed processing order that has traditionally been supported by Z and Color ROP units. 

Specifically, given two shaders A and B, each associated with the same raster X and Y, hardware must 

guarantee that shader A completes all of its accesses to the ROV before shader B makes an access. 

To support Raster Ordered View, Maxwell adds a new interlock unit in the shader with similar 

functionality to the unit in ROP. When shaders run with access to a ROV enabled, the interlock unit is 

responsible for tracking the XY of all active pixel shaders and blocking conflicting shaders from running 

simultaneously. 

One potential application for Raster Ordered View is order independent transparency rendering 

algorithms, which handle the case of an application that is unable to pre-sort its transparent geometry 

by instead having the pixel shader maintain a sorted list of transparent fragments per pixel.  

 

Figure 13: Raster Ordered View 

http://blogs.nvidia.com/blog/2013/06/26/higher-fidelity-graphics-with-less-memory-at-microsoft-build/
http://blogs.nvidia.com/blog/2013/06/26/higher-fidelity-graphics-with-less-memory-at-microsoft-build/
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Tegra X1 in Automotive 

GPU-accelerated computing is rapidly increasing the velocity of innovation in the fields of science, 

medicine, finance, ŀƴŘ ŜƴƎƛƴŜŜǊƛƴƎΦ /¦5! Ƙŀǎ ōŜŎƻƳŜ ǘƘŜ ǿƻǊƭŘΩǎ ƭŜŀŘƛƴƎ Dt¦ ŎƻƳǇǳǘƛƴƎ ǇƭŀǘŦƻǊƳ 

used by millions of users for high-performance computing across a range of industries and sciences, 

including usage in many of the top supercomputers in the world. GPU computing delivers 

unprecedented levels of performance speedups by parallelizing application workloads and running them 

on the GPU. 

The immense compute performance, easy general purpose GPU programmability and outstanding 

energy efficiency of Tegra X1 makes it very suitable for GPU compute-intensive automotive applications 

such as advanced surround-view based safety systems, computer vision based Auto-Valet parking 

systems, deep machine learning based contextual object recognizing driver assistance systems, and 

visually rich digital instrument clusters and infotainment systems. 

NVIDIA DRIVEÊ CX Cockpit Computer 

The number of display panels used in automobiles is increasing rapidly. Just a few years ago, low-

resolution panels displaying navigation information were offered in a handful of premium car models. 

But today most mainstream midrange car models come with built in display panels for navigation. Some 

high-end automobiles such as Tesla and Audi are even delivering navigation information and digital 

instrument clusters through high definition display panels in addition to delivering passenger 

infotainment through high definition rear-seat display panels.  

 

Figure 14 Cars in the future will use multiple display panels for various functions 










































