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Introduction

As mobile devices, automobiles, and humerous embedded applications continue to demand more and
more visual computing capabilities, highly capable mobile processors incorpaadiragcedsPUs have
become essential to enable all these new feati

NVIDIA Teg@Xlisb + L5 L ! Qa v frac&ssofandingiudlestd SL 5 higheltdperformingand
power efficient Maxwellux GPU architectw. Utilizing a256 CUDA Cor&laxwell GPU Tegra X1 delivers
classleading performance anthcredible energyefficiency while supportingall the modern graphics
and compute APIs.

Tegra X1 will significantly improve mobile gaming realism, deliver the highest quality 4K mobile video
experiences, and enable important new embedded, automotive, robotics, and computer vision
applications. In particular, Tegra X1 will help deliver bremkighs in automotive systems for advanced
driver assistance (ADASpmputervision deep learning, instrumerdlusters, and infotainment.

This paper will explain the architectural features and capabilities of Tegra X1, and focus in detail on
mobile graphda YR | dzi2Y2(0A @3S (SOKy2ft23AS& YIRS LI2&a&A0T
visual computing, cloud computing, and supercomputing applied to automotive applications.

The Maxwell GPU in Tegra ddlivers desktogrlass visual quality and graphics riess to mobile games
by supportingmanyadvanced graphics featurek addition toTessellation, Compute Shaders, Dynamic
Lighting,andBindless Texires that werealsosupportedin Tegra K1Tegra X1 includasew graphics
features such ashird GenerationDelta Color Compression for lower power consumptiotwyo Maxwelt
classPolymorphEngines for better tessellation performancend Programmable &nplingwhich
enablesnew anttaliasing techniques such Bhulti-Frame AntiAliasing (MFAA) for better visugliality

at alower performance cost

The Maxwell GPU in Tegra X1 provides exceptional compute performance for deep learning, computer
vision, and other computbased applicationslegra Xbased automotive systems working in concert

g A UK b+ L BasédQuperdorhpaitdziRechnologies will enable many new advanced and intelligent
driver assistance technologies, accelerating the path to the ultimatetgaalfdriving vehicles

Applications such as computer visibased robots and multamerabased driveless cars need

tremendous compute power to analyze multiple live video streams intiea to deliver immediate,
accurate, and meaningful results. The Maxwell GPU core in Tegra X1 includes native hardware support
for 16-bit Floating Point calculations ahling higher compute performance that is particularly important
for computer visiorbased automotive and embedded applications. Tegra X1 also includes two high
performance Image Signal Processors (ISP) each capable of processing 650 Mpixels/s fofr a3otal
Gpixels/s of image data from muttamerabased advanced driver assistance systems that can be
processed in redime

With 4K televisions and 4K media content becoming more widely available, Tegra X1 is designed to
deliver a premium 4K experienciegra XIsupports hardware decode of both H.265 (HEVC) and VP9 4K
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video streams at 60fpgleliveringa silky smooth viewing experient@m many types of high quality 4K
video streams, including movies afabt actionsports Tegra X1 devices connecteddoud gaming
servicer localgamestreaming serverthat employ H.265 video encoding will also benefit from H.265
hardware decodeTegra X1 supports decode of-bfd H.265 video streasienabling Tegra X1 powered
devices to playback 4K content from services such as Netflix

Automotive Visual Computing

The number ofligital display paneli& automobiles has steadily ireased over the yearand more car
modelsare starting to uséigh-resolutiondisplay panelsor navigation information, drivecockpit
controls and passenger infotainment conter@ar manufacturers are also increasing the number of
camerasn automobiles for improved driver assistaneasd arealreadydesigning nexgenerationcars
that use up to twelve cameraso deploy these advanced featurearmakersare investing heavily in
new visual computing system hardware ssaftwaredevelopment To that end, NVIDIA introduces the
b+xL5L! 5wL+9ux fAYyS 2F O NJ O2 YLlzi SNA ®

TheNVIDIA DRIME CXis a complete cockpit visualization platform powered by Tegra X1 that delivers
advanced graphics and computer vision capabiliaésng with afully integratedandroad-tested

software stackTheNVIDIADRIVE CX system includes staddaput/output interfaces for cameras,
modems, Bluetoothand other ports to interface with the rest of the c&@ar manufacturers can take

the NVIDIA DRIVE CX platforrrisaeasily integratet into their car designs and quickly bring to market
advancedvisualization and driver assistance features at a fraction of their current costs.

The use of driver assistance systems in automobiles is increasing rapidly, and many cars include features
such agop view, collision detectiopand collision avoidance featureBhe performance, power

efficiency and programmability of Tegra X1 enables it to be used in advanced driver assistance systems
that can deliver contextual driver assistance, deep learbi&ged continually evolving coflion
avoidancecapability driverlessAuto-Valet parkingand many other features.

Theb £ L5L! PBX#dtoPBotcomputer,powered by dual Tegra X1 processissa complete
platform that supports up to 12 camera inpuad is capable of running multiyer neural network
based algorithms to deliver advanced riale contextual driver assistance featurdshe NVIDIA
DRIVEPX system is also designedctammunicatewith NVIDIATeslaGPUbasedsupercomputersn the
cloud, uploading reatime data for analysisand periodically downloddg newer, refined neural
network models that help deliver continually improving driver assistance performance.

NVIDIA Tegra® X1

b + L 5 Teyr@®@Klcreateda discontinuity in the state of abile graphics by bringing tHE92 core
NVIDIAKeplem GPUarchitecture to mobileand deliveringremendous visual computing capabilities,
breakthrough power efficiengyand advanced deskteglass graphics features to mobile.

NVIDIAraises the bar agaifor mobile visual computingith its Tegra®X1mobile processor éised on
the NVIDIA Maxwetk GPUarchitecture.In addition to supporting advanced graphics and compute

NVIDIA Tegra X1 January 2015
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features suclas OpenGL 8, AERthe DirectX 12AP| andCUDA 6.pwith overl000GFLOBof GPU
processing powefor 16-bit workload€$fp16 operations)andover 500GFLOPS for 33t workloadgfp32
operations) Tegra XMelivers2x the raw performanceandpower efficiencyof Tegra K1Tegra X1 is the

¢ 2 NsfiktTeraFLOB mobile processodelivering both the performance and power efficiency needed

by the next generation of sual computing applications in automotive, machine learning, embedded
computing and mobile devices.

Maxwell

4k 60 fps | LPDDR4 | 4K GOFPS
Display memory Fcodd
controller ' controller

Decode 4 A57

Securit 4k

Dual '
HDMI 2.0 :
Offloads HDCP 2.2 Display 4 A53

MIPI Audio
CSI-2 ISP engine

Figure 1 NVIDIA Tegra X1 Mobile Processor

Some of the key features tie Tegra X SoC (Systeran-a-Chip)architecture are:

1 ARM® Cortex® A5A5364/32-bit CPU architecture thatelivers high performancand power
efficiency

1 Maxwell GPU architecturehat utilizes 256 cores to deliver claksmding performance and
power efficiency for the next generation of visual computing applications

I References the native FP16 (i floating-point) processing capability of NUADTegra X1. FP16 precision is well suited for
image processing applications, which are key application areas for automotive and embedded.

NVIDIA Tegra X1 January 2015
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1 Endto-end 4K60 fpspipeline that deliversa premium 4K experience with support for 4K, 60 fps
decode ofH.265 (HEVC) divP9streams
9 Built onthe TSMQ@0nm (20SoCprocess to deliveexcellentperformance angower efficiency.

NVIDIA Tegra X1 CPU Architecture

TheNVIDIA Tegra X2PU architectureses four high performance ARM Cortex A57 cores in conjunction
with four power-efficient ARM Cortex A53 coreghe Cortex A57 CRIdmplex on Tegra X1 shames
common2MB L2 cachgand eacthof the four CPU corehas a48KB L1 instruction caclaad a32KB L1

data cacheThe lover performance more powerefficient Cortex A53 CPtbmplex share a common
512KB L2 cachand eaclof its fourCPU corghas its own 32KB L1 instruction cache and 32KB L1 data
cache Workloads that require high performance are processed by the A57 CPU aoddswer
performance workloads are processedthg energyefficient A53 CPU corehtelligent algorithms

analyze workloads presented by the operating systerdynamically switch between the high
performance and low performance corasdeliver optimal performance and power efficiency.

Because oNWL 5 & léafhing and experience with #sPLUSL CPU architecture first introduced on
NVIDIA Tegra,&nd expertise in creating high poweifficient silicon layout design$egra X1 delivers
higher performance and power efficiency thatiher SoCg{Systemon-a-Chip)that are based on the
A57/A53 CPU implementatioegra XJprovidesalmost 2x the power efficiendpr the same CPU
performance And for the same power consumed, Tegra X1 delivers alindshigherCPU
performance.

2X Fepn ! 1.4x

power efficiency performance
for same performance at same power
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Figure 2 Tegra K1 Delivers higher CPU Performance and Power Efficiency?

2CPU power and performance measured on Tegra X1 development platform and the Exynos 5433 based Galaxy
Note 4
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High Performance End-to-End 4K 60 fps Pipeline

4K displays and televisions are becoming mainstream thanks to the rapidly dropping prices of 4K panels
and the increasig availability of 4K content.o meet this rising use of 4K panels andteat) NVIDIA

Tegra X1 is architected with a high performareredto-end 4K60 fpspipeline that delivers a premium

4K eperience for use cases such as Te® videod\etflix®streaming,Google Hangouts, 4K
Gamestreaming, and 4K Chromecdste IO interfacesand processing cored Tegra Xincluding its

high speedstorage controllermemory controllersimagesignalprocessor, video decoder, 4K
compositor,graphics processor, ardisplay controllerare all optimized taleliver 4K at sixty frames per
second(60fps)

Tegra X1 suppastdKH.265 (HEVC) anéP9video streamsat 60 fps Otherprocessors support 4K at 30
fps, and deliver sub optimal experiences while viewing fast action spontsiesand video games

Tegra XAhlso supportglecode of 1€bit color-depth 4K H.26%0 fpsvideo streamsThis enables Tegra
X1 products to stream a wide selection 4K content fronvises such as NetfliXegra X1 supports 4K 60
fps local and external displays with support for HDMligt€rfacesand HDCP 2 .&opy protection On

the encode side, Tegra X1 supports encode of 4K video at 30 fps in H.264, H.265 and VP8 formats.

WiFi >4K 4K 4K >4K
Interface ISP Video Encode Video Decode JPG Encode

Storage 4K 4K 4K
Interface Compositor | Internal Panel External Display

60 fps 4K STREAMING

Figure 3 Tegra X1 is optimized end-to-end to support 4K, 60 fps decode of H.265 and VP9 streams
NVIDIA Maxwell

One of the most complex processors ever created, the GPU is the engine behinofdteteart

computer graphics and energy igient computingb + L5L! Qa f I GdSad Dt! | NOKAGSO
Maxwell delivers unprecedented performance and power efficiegxwelltbased GPUsuch as the
GeForc®GTx 980 and GTX8Mare the enginesbehind 2 YS 2F (GKS 62N RQa KA 3IKS
gamirg desktop and laptop PQ®spectively

NVIDIA Tegra X1 January 2015
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Figure 4 Maxwell in Tegra X1 delivers over one TeraFLOPS of FP16 performance

The Maxwell GPU architecture was designed to deliver an extraordinary leap in power efficiency and
unrivaled performance. The Maxwell architecture at a high level is similar to its predecessor, the Kepler
GPU architectue in the sense that it is based on fundamental compute cores called CUDA cores,
Streaming Multiprocessors (S Polymorph EngineSyamp Schedulers, Texture Cachasdother

hardware elements. But each hardware block on Maxwell has been optimized and upgraded with a
intensivefocus on power efficiency.

By making the fundamental building blocks of the Gfide power efficient, the perfanance of the

GPU as a whole can then be scaled for various use cases without compromising power consumption.
Thankstm  Eg St f Q& &AAIYAFAOL Yy A heMaxvelousSdTegiaXxdy Sy SNHe@
processor delivers 2x the power efficiency of Tdagtaandover oneTeraFLOBof peakFP16
performanceandover 500GH.OP®f peakFP32 performanceAs roted in our detailed architecture
section belowa single Maxwell SM with 128 cores is roughly the same performance as a 192 core
Kepler SMvhen operatingat same clock rates due the MaxwellSMQ ignprovements in execution
efficiency, sdhe two Maxwell SMdén Tegra Xhaveroughly 2x the overall GPU horsepowetlod

single SM imegra KlwhileTegra X1 also includestive support for FP16usedJultiple-Add (FMA)
operations in addition to FP32 and FP®4 provide double rate FP16 throughput, Tegra X1 supperts 2
wide vector FP16 operations, for example-aigle vector FMA instruction would read three-Bit

source registers A, B and C, each coig one 16b element in the upper half of the register and a
second in the lower half, arttien compute two 16b results\¢B+C) pack the results into the high and

low halves of a 32 bit output which is then written into al32output register. In addion to vector

FMA, vector ADD and MUL are also supported.

Similar to Tegra KTegra X1 with its Maxwell GPU core continues to stand apart from the competition
by supportinghe latest features oéll the key graphics and compute APIs suc®psnGL ES B.

NVIDIA Tegra X1 January 2015
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OpenGL 4, Android Extension Pack &P) DirectX 12.0andCUDA 6In addition to advaced graphics
features such agessellation, Bdless texturesandPhysX,the Maxwell GPU core in Tegra X1 brings next
generationgraphics features such &oxel based Global lllumination (VX@IC ! | n FramefAdtA
aliasing) , improved memory compressiand fasterpath rendering

Extraordinary Graphics Performance

While Tegra K1 with its 19®re Kepler GPU is one of the highest performing reglribessors,Tegra
X1 with its256-core Maxwell GPU raisgerformanceof mobile processor® a new levelOn graphics
performance,based on the popular GFXBench 3.0 graphics benchmark, Tegra X1 delivers 2x the
performance offTegra K1

Tegra K1 m Tegra X1
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GFXBench 3.0 Manhattan GFXBench 2.7 TRex 3Dmark 1.3 Icestorm BasemarkX 1.1
1080p offscreen 1080p offscreen Unlimited

Figure 5 Tegra X1 graphics performance is up to 2x higher than other mobile processors

Looking beyond raw graphics performanpest like Tegra KI,egraX1 supportsnodern graphics APls.
While other mobile processors have claimed suppiont these features, Tegra X1 and Tegra K1 have
successfully demonstrategbplications such as the Epic Rivalry dehai useAndroid Extension Pack,
OpenGL ES3.4and the Unreal Engine 4 game engihile Tegra K1 delivers an amazing visual
experience on this technology demo, Tegra X1 sétkeven further by delivering more than 2x the
frames per secondyeneratedby Tegra K1.

Along with the extraordinarieadin graphics performance, @uo its sugport for the full desktop
graphicsAPIs;Tegra X1 will deliver greatexperience on advancdelC games that are ported to mobile

NVIDIA Tegra X1 January 2015
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THE MOST
ADVANCED GPU

Perf.

Tegra X1

2x

Tegra K1

UNREAL EPIC Unreal Engine 4

ENGINE

Figure 6 Tegra X1 delivers more than 2x the performance of Tegra K1 on AEP and OpenGL ES3.1 based EPIC
Rivalry demo

Incredible Energy Efficiency

The MaxwellGPUarchitecture was designed to provide an extraordinary leap in power efficiency and
deliver unrivaled performangavhile simultaneously reducing power consumption from the previous
generation. With a combination of advances originally developed for Tegra K1, and other architectural
innovations,Tegra X1 witlits Maxwell GPU core delivenp to 2xthe performance per watt of Tegra K1

TegraX1

Tegra K1

L
O
Z
<
=
4
o
Tl
4
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o

GPU POWER - —)
GFXBench 3.0 Manhattan (1080p, Offscreen)

Figure 7 Tegra X1 delivers twice the power efficiency of Tegra K1
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This leap in power efficiency is due to the optimizations implemented in the Maxwell compute core,
architectural reorganizations in the MaxweMB!, and improved memory compression (described in a
later section)Several key featurefirst implemented in the Kepler GPU core are also found on the
Maxwell core and help enable higher power efficiency. Features such as hierarchatep ahcull,
primitive culling, Early Z culling, Texture, Z, and color compression, and a large unified L2 cache
significantly decrease accesses to power hungrgiofd memory.

Maxwell Graphics Architecture in Tegra X1

Simila to the Kepler GPUhe MaxwellGPU architectte is organized in Graphi€socessing Clusters
(GPC)Streaming MultiprocessofsM),and memory controllergif you are not well versed in these
structures, we suggest you first read teplerand Fermiwhitepapers) The Maxwell GPU in Tegra X1
contains two SMseach SMconsists of fundamental compute cores called Cldbr&s, texture units
and a Polymorph enginé&ach SNin the KepleiGPU(called SMXarchitectureconsists of 192 CUDA
cores, while each Maxell SM(called SMM)ncludes 128 CUDA card¢lowever,a Maxwell @WDA core is
a significant upgrade overKepler CUDA corand eachMaxwellcore delivers almost forty percent
higher performance than a Kepler core.

Memory Interface

Figure 8 Maxwell GPU in Tegra X1

NVIDIA Tegra X1 January 2015
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Thefundamental architecture of th&laxwell G°U used in Tegra X1 is virtually identical to that found in
the high end Maxwell base@PUGM204)used inGTX980 desktomraphics carg but differs primarily

in scaleand memory architectureTheGM204consists of four GPCs with each GPC having 4 SMM
blocks while the Tegra XTonfigurationincludes one GPC that has two SMM blocks. Whike a high

end Maxwell based GTX98@aphics card with a GM204 Giridludes a total of 2048 CUDA coeesl

4GB of fame buffer memoryconsuning approximately 165 Watts of power, the Maxwell GPU in Tegra
X1 consists of 256 CUDA cqosares DRAM with th€ortex A57/A5EPU compless and consumes

only afew watts.

TheMaxwellGPU inTegra X alsoincludes16 ROPs2 Geometry units, 16 Texture unitand has a
256KB L2 cache between the ROPs andhbit LPDDRmemory interfaceThe following table
provides a highevel comparison of the Maxwell GPU core in Tegra X1 and the Kepler GPU core in
TegraK1

GPU Tegra K1 (Kepler GPU) Tegra X1 (Maxwell GPU)
SMs 1 2

CUDA Cores 192 256
GFLOPs (FP32) Peak 365 512
GFLOPs (FP16) Peak 365 1024
Texture Units 8 16

Texel fill-rate 7.6 Gigatexels/sec 16 Gigatexels/sec
Memory Clock 930 MHz 1.6GHz MHz
Memory Bandwidth 14.9 GB/s 25.6 GB/s
ROPs 4 16

L2 Cache Size 128KB 256KB
Manufacturing Process 28-nm 20-nm

Z-cull 256 pixels/clock 256 pixels/clock
Raster 4 pixels/clock 16 pixels/clock
Texture 8 bilinear filters/clock 16 bilinear filters/clock
ZROP 64 samples/clock 128 samples/clock

Table 1 Comparing Kepler GPU in Tegra K1 and Maxwell GPU in Tegra X1

NVIDIA Tegra X1 January 2015
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Maxwell Streaming Multiprocessor

Polyll:tph Engine 3.0 ¥ - l
Stwamovtpt____| The SM is the heart of our GPUs. Almost every
: operation flows through the SM at some point
—— in the rendering pipeline. Maxwell GPUs
—— — FSIGdz2NBE || yS¢ {a GKI GQa
Register File (16,384 x 32-bit) Register File (16,384 x 32-bit) prOVIde dramatlca”y Improved performance
S N for per watt than prior GeForce GPUs.
Compared to GPUs based on our Kepler
I NOKAGSOGdz2NES al EgStt Qa

LOIST

been reconfigured to improve efficiency. Each
SMM contains four warp schedulers, and each
warp scheduler is capable dispatching two
instructions per warp every clockompared to

LDIST
LOIST

LoisT

Warp Schaduler

number of improvements in the scheduler
— further reduce redundant r&eomputation of
R;im,mmmmz:m scheduling decisits, improving energy
STTAOA Sy O integrateS ax@nipletely & 2

Core LDIET Cors LOIST

YSLX SND&a aOKSRdzZ Ay3a f23A0:2

LDIST Core LOIST y‘sﬁ ﬁlljl LJll:IK ZNEIYATIOAZYCD

Core

e o Core SM shipped with 192 CUDA Caresnon

Cors| omr Core power-of-two organization the Maxwell SMM

R 2 is partitioned into four distinct 3ZUDA core

. processing blocks (128 CUDA cores total per

e SM), each with & own dedicated resources for

scheduling and instruction buffering. pair of

processing blocks shares a texture and L1

cache, while the PolyMorph Engine and shared

memory are a common resource for all the

Figure 9: Maxwell SMM Diagram cores in the SMThis new configuration in

Maxwel aligns with warp size, making it easier

to utilize efficiently and saving area and power that had to be spent to manage data transfer in the more

complex datapath organization used by Kepler.

Core  LOIST

I 2YLI NBR (G2 YSLI SNE (KS { aadclaRatiedtiad Niblenferi®)dl NOK &
combined shared memory/L1 cache block as in Kepler SMX, Maxwell SMNh Urétgra Xfeature a

64KB dedicated shared memory, while the L1 caching function has been moved to be shared with the
texture caching function.

As aresult of these changes, each Maxwell CUDA core is able to deliver roughly 1.4x more performance
per core compared to a Kepler CUDA core, and 2x the performance pevtte SM level, wh 33%
fewer total cores per SM, but 1.4x performance per coreheldlaxwell SMM can deliver total p&W

NVIDIA Tegra X1 January 2015
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LISNF 2 NXY I yOS aA Y atthe ddindichck Yasdt the\aiea sayings from this more
efficient architecture enabled us to then double up the total SM count, compar&aegra KITegra X1
also has area beefits from using a 20nm manufacturing process.

Polymorph Engine 3.0

Tessellation isne ofh LIS y D[ yhRb EgSifedutes and will play a bigger role in the future as the
next generation of games are designed to use more tesselldlina.to the doubng ofthe number of
SMMs on Tegra Xdllows it to benefit from 2x the Polymorph Engif{@&)ompared to Tegra KAs a
result, performance on geometry heavy workloads is roughly doubled, and due to architectural
improvements wihin the PE, even highgerformance improvement can be achievefth high
tessellation expansion factors.

Improved Memory Compression

Maxwell GPlarchitecture has significantBnhanced memory compression to reduce memory
bandwidth and thus power consumption.

v AC v
64 BA B e P e EA
AT oA
vyl

Figure 10 Third generation Delta Color compression in Maxwell GPU

To reduce DRAM bandwidth demands, NVIDIA GPUs make use of lossless compression techniques as
data is written out to memory. The bandwidth savings from this compressi@aliged a second time

when clients such as the Texture Unit later read the data. As illustrated in the preceding figure, our
compression engine has multiple layers of compression algorithms. Any block going out to memory will
first be examined to see if 2xixel regions within the block are constant, in which case the data will be
compressed 8:1i.€., from 256B to 32B of data, for 32b co)olf that fails, but 2x2 pixel regions are
constant, we will compress the data 4:1.

NVIDIA Tegra X1 January 2015
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These modes are very effectif@ AA surfaces, but less so for 1xAA rendering. Therefore, starting in
CSNXYA 6S lfaz2z AYLXSYSYGSR &dzldll2 NI F2NJ I aRSfE
the difference between each pixel in the block and its neighbor, and then try tothask different

@t dzSa (23SGKSN)I dzaAy3d GKS YAYAYdzY ydzYoSNI 2F oAGa®
LIAESE . Qa NBR @FfdzS A& wpn ol ftaz2 y oAGavr GKS RAT
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Finally, if the block cannotbcompressed in any of these modes, then the GPU will write out data
uncompressed, preserving the lossless rendering requirement.

However, the effectiveness of delta color compression depends on the specifics of which pixel ordering
is chosen for the deltaolor calculation. Maxwell contains our third generation of delta color
compression, which improves effectiveness by offering more choices of delta calculation to the
compressor.

Endto-End Memory Compression

The Maxwell GPU core also supports ¢oietnd memory compression that helps reduce traffic to

external system memory chip and thus reducing power compression. Display buffer data is compressed
by the Maxwell GPU and sent to system memory. The Maxwell display conamadlerompositoare

designed taead compressed data from system memory anecompress the data on the fly before
pushing it out to the local and/or external displays.

traffic

» Display

traffic

Cdmpreséed gCompressed

Figure 11 End-to-End compression reduces memory traffic and power consumption.

Thanks to the improvements in caching and compression in Maxwell, the GPU is able to significantly
reduce the number of bytes that have to be fetched from memory per frame. In tests with a variety of
games, Maxwell uses rougt89% to 45% lower memory baweith compared to Tegra K1

NVIDIA Tegra X1 January 2015
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Maxwell Bandwidth Reduction

MEMORY
ARCHITECTURE

Enhanced Compression Algorithms
Enhanced Caching Effectiveness
New End-to-End Compression

Half Life 2 UE4 Rivalry Google Maps

® Un-compressed = Tegra K1 mTegra X1

Figure 12 Memory bandwidth savings on Tegra X1

Raising the Bar on Mobile Graphics Quality

The Maxwell GPU core in Tegra X1 supports a hdeaufres that enable a whole new level of mobile
graphics quality. In addition to supporting all the advanced features first introduced in the Kepler GPU
core, Maxwell brings a new set of features and capabilities that defivemressivevisual realism to

mobile games. Some of these key features are briefly described bEtovae deeper understanding of
these features, please refer to the desktop Kepler and Maxwell whitepapers.

Tessellation

Tessellation is one of the key features of Open@ladd DirectX 1.xthat has profoundly influenced 3D
graphics for PC gamingnd hasincreasedhe level of visual realism in PC gan@being almost film

like. The Kepler GPU core in Tegrasdhe first to offer support for this feature in mobil&€he Maxwell
GPU inTegra X1 delivers even higher tessellation performance for more detailed geometries at much
higher frame rates and lower power consumptidfore details on how tessellation works can be found
here. Tessellatiordeliversmore detailed terrains, character mdels and environments.

Bindless Textures

In traditional GPU architectures, for the GPU to reference a texthestexture had to be assigned a
Gat 2ié -skebintding Takles Br&@numbef slots in that table ultimately limits how many unique
textures a shader can read from at run time.

With bindless textures in Maxwethe shader can reference textures directly in memory, making
binding tables obsoletelhis effectively eliminatesny limits on the number of unique textures that can
be used to render a scene. As a result, many more different texture materials can bt usextase
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the texture detail in a game. Another benefit of bindless textures is the reduced driver and applicat
overheadand lower CPU utilization.

Voxel Global [llumination

Voxel basedlobal lllumination (VXGBa technology that simulates light inside of a game, delivering
incredibly realistic lighting, shading and reflections to rgemeration games andaghe engines. This
means that shadows look better, colors diffuse and mix based on light and the scene is much more
realistic.

VXGI employs a combination of advanced software algorithm and specialized hardware in the Maxwell
GPU and employs innovative nepproach to computing a fast, approximate form of global illumination
dynamically in realime on the GPU. This new GI technology uses a voxel grid to store scene and lighting
information, and a novel voxel cone tracing process to gather indirect lightingthe voxel grid. More

details on how VXGI works can be foundiéne.

Multi-Projection Acceleration and Conservative Raster

Tounderstand how voxel global illumination works, it is helpful to first understand voxels. The term
GP2ESt ¢ Aa NBfFGSR (G2 AGLAESt ®¢ 2KSNBLFLa || LAESt NB
cube (a volume) of 3D space. To perform globahithation, we need to understand the light emitting

from all of the objects in the scene, not just the direct lights. To accomplish this, we dice the entire 3D

aLl 0SS 2F GKS aoOSyS Ay Fftf GKNBS RAYSyapmogssaf Ayil?2
RSGSN¥AYyAYy3d GKS O2yidSyid 2F GKS &a0SyS i SOSNER O2E
determining the value of a scene at a given 2D coordinate.

To enable VXGI as a riahe dynamic lighting technique, the voxelization pees needs to be

extremely fastMulti-Projection Acceleration and Conservative Raster are two new hardware features of
Maxwell that were specifically designed for this purpd3ering the voxelization process, the same

scene geometry needs to be analyzeahfi many viewgfrom every face of the voxel cukie determine
coverageandlightimg 2 S OF ff G(GKA& LINRPLISNIE& 2F NBYyMBNAY3I (KS
projectiond Ehe specific capability that we added to speed up mulNE 2 SOl A igwparth O f £ SR
Multicasté 2 AGK GKA& FSIF(ddzNBX al EgStt OFy dzaS RSRAOIGS
geometry to any number of desired render targets, avoiding geometry shader overhead. In addition, we

added some hardware support for certain kindgef viewport processing that are important to this

application.

Conservative Rastér A & (1 Ka&dwarSeatarg’ ikRMaxwell that accelerates the voxelization
processHardware support for conservative raster is very helpful for the coverage phasedadizaion.

In this phase, fractional coverage of each voxel needs to be determined with high accuracy to ensure the
voxelized 3D grid represents the original 3D triangle data properly. Conservative raster helps the
hardware to perform this calculation etfently; without conservative raster there are workarounds that

can be used to achieve the same result, but they are much more expensive.

For more details on these features please refer to the deskagwell Whitepaper
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Tiled Resources

DirectX 11.2 introduced a feature call&€ded Resourcethat could be accelerated with an NVIDIA

Kepler and Maxwell hardware feature call8darse TextureWith Tiled Resource®nly the portions of

GKS GSEGdINB& NBIljdZANBR FT2NJ NBYRSNAy3a INB &i2NBR Ay
textures down into tiles (pages), and the application determines wtiliek might be needed and load

them into video memory. Itsialso possible to use the same texture tile in multiple textures without any
additional texture memory cost; this is referred to as aliasing. In the implementation of voxel grids,

aliasing can be used to avoid redundant storage of voxel data, savinficaigimmounts of memory

You can read more about Tiled Resources atlittits

Raster Ordered View

The next generation DX APl introduce&k S O 2 y ®R&steliiOrderéd View & ¢ KA OK & dzLJLJ2 NIi a
same guaranteed processing order that has traditionally been supported by Z and Color ROP units.
Specifically, given two shaders A and B, each associated with the same raster X and Y, hardware mus
guarantee that shader A completes all of its accesses to the ROV before shader B makes an access.

To support Raster Ordered View, Maxwell adds a new interlock unit in the shader with similar
functionality to the unit in ROP. When shaders run with acteasROV enabled, the interlock unit is
responsible for tracking the XY of all active pixel shaders and blocking conflicting shaders from running
simultaneously.

One potential application for Raster Ordered View is order independent transparency rendering
algorithms, which handle the case of an application that is unable ts@nets transparent geometry
by instead having the pixel shader maintain a sorted list of transparent fragments per pixel.

RASTER
ORDERED VIEW

Graphcspmehneordemngrdes
extendeat shader

shadet
Shaders f (Y in AP|Order

Similar t

Applications

Order-inde

Advanced Blending Functions

Figure 13: Raster Ordered View
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Tegra X1 in Automotive

GPUaccelerated computing is rapidly increasing the velocity of innovation in the fields of science,

medicine, financgk YR SYAAYySSNAy3Id /! 51 KlFa 06S02YS GKS g2NIF
used by millions of users for higierformance computing across a range of industries and sciences,

including usage in many of the top supercomputers in the world. GPU compuatiingrd

unprecedented levels of performance speedups by parallelizing application workloads and running them

on the GPU.

The immense compute performanceasy general purpose GPU programmabdiitg outstanding
energy efficiency of Tegra Xiakes itvery suitable for GPU computatensive automotive applications
such as advanced surromview based safety systemsymputer vision baseduto-Valetparking
systemsdeep machine learning basedntextualobject recognizinglriver assistance systemend
visualy rich digitalinstrument clustersaand infotainment systems

NVI DI A DRI VEE CX Cockpit Computer

The number of display panels used in automobiles is increasing rapidly. Just a few yelans-ago,
resolutionpanels displaying navigation information were oéférin a handful of premium car models.
But today most mainstream midrange car models come with built in display panels for navigatiae.
high-end automobiles such as Tesla and Audi are even delivering navigation information and digital
instrument clustes throughhigh definitiondisplay panels in addition to delivering passenger
infotainment throughhigh definition rearseat display panels.

Figure 14 Cars in the future will use multiple display panels for various functions
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